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A B S T R A C T

Online reviews have received much attention recently in the literature, as their visibility has been proven to play an important role during the purchase process. Furthermore, recent theoretical insight argue that the votes casted on how helpful an online review is (review helpfulness) are of particular importance, since they constitute a focal point for examining consumer decision making during the purchase process. In this paper, we explore the interplay between online review helpfulness, rating score and the qualitative characteristics of the review text as measured by readability tests. We construct a theoretical model based on three elements: conformity, understandability and expressiveness and we investigate the directional relationship between the qualitative characteristics of the review text, review helpfulness and the impact of review helpfulness on the review score. Furthermore, we examine whether this relation holds for extreme and moderate review scores. To validate this model we applied four basic readability measures to a dataset containing 37,221 reviews collected from Amazon UK, in order to determine the relationship between the percentage of helpful votes awarded to a review and the review text's stylistic elements. We also investigated the interrelationships between extremely helpful and unhelpful reviews, as well as absolutely positive and negative reviews using intergroup comparisons. We found that review helpfulness had a greater effect on the helpfulness ratio of a review than its length; in addition, extremely helpful reviews received a higher score than those considered less helpful. The present study contributes to the ever growing literature on on-line reviews by showing that readability tests demonstrate a directional relationship with average length reviews and their helpfulness and that this relationship holds both for moderate and extreme review scores.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Use of the Web as a source of information has undisputedly affected several areas of human activity as regards how market transactions take place, being no exception (Li and Bernoff 2008). The move towards a read-write Web and the ability to provide more relevant information to consumers on online marketplaces has been also demonstrated to influence the product choice process in electronic markets (Dellarocas 2003, Godes et al. 2005). In particular, the most profound contribution in this respect has been the ability to present and promote customers’ opinions of the products that they have purchased (Clemons et al. 2007, Clemons et al. 2006). As a result, a vast quantity of online reviews are available to consumers, which they can use to become better informed about the product or service that they are considering purchasing. Furthermore, it is argued in the literature that these reviews are sometimes more trustworthy than traditional sources in the printed press (Jiang and Benbasat 2004, 2007; Senecal and Nantel 2004). This has led to attempts to extract useful information automatically from the review text (Ye et al. 2009).

Online reviews in general constitute third-party evaluations by consumers of the product or services advertised on a website, and are displayed next to the product description in order to enhance customer perception and improve the perceived communication characteristics of the medium (Kumar and Benbasat 2001). Their availability has been proven to have a positive effect on the volume of online sales (Archak et al. 2011, Chen et al. 2008, Chevalier and...
Mayzlin (2006), Websites that present an increasingly large number of user-supplied reviews tend to experience an increased volume of sales, especially in the case of products that are not of a tangible nature, as happens with more traditional bricks-and-mortar sales channels (Wolfinbarger and Gilly 2001). On-line reviews exert even more influence in the case of products whose utility can only be evaluated upon consumption (for example, books). Intuitively, it is clear that this is the case for experience goods.

Nelson (1970) defined the concept of an experience good as a product or a service where the quality and utility for a consumer can only be determined upon consumption. This implies that in order for consumers to decide to consume or purchase a product or service, they must rely on previous experiences which provide an indicator of whether this product or service is worthy of purchase or not. One example of an experience good is a book: the utility to the consumer of reading a particular book can only be judged after reading that book. Therefore, with experience goods such as books, the producers (e.g. the publishers) often use reviews written by authoritative sources, such as literature experts, to provide an opinion and endorse the book, so that those consumers who trust these sources will purchase this product.

The issue of trust becomes more apparent in online review literature when it is related to the effect of the review source (Pavlou and Dimoka 2006). For example, in the case of books, publishers often choose to include a short review by leading reviewers (e.g. the NY Times bestsellers column) on the back cover, in order to attribute the review to a trusted source. However, it can be argued that this ploy is affected by reporting bias, since publishers are unlikely to include “unexciting” reviews on the back-cover (Zhang et al. 2010). Similarly, reporting bias can also occur on online reviews. Hu et al. (2006) have shown that online reviews related to books or CDs present a U-shaped distribution, with the extremes anchored to either “very good” (“five stars”) or “very bad” (“one star”) ratings. This creates the need to apply some kind of filter to those reviews that are justified by the textual description provided by the consumer. This is mainly displayed as “review helpfulness” on online marketplaces. For example, online retailers such as Amazon frame review helpfulness as a bimodal choice, asking the users: “Was this review helpful for you?”

From a cognitive perspective, review helpfulness can be used as a conformity filter. For example, reviews closer to consensus may be considered more helpful by potential consumers than those exhibiting extremes of opinion (Jiang et al. 2010). Another effect to consider is that reviews by individual consumers often express a personal view of their experience with the product, and this may differ from the expectations of the interested buyer. For example, whereas one person may have expected the book to contain more action elements, another might not be interested in that specific characteristic. In this case, the textual characteristics of the review act as a filter between the expectations of one consumer and the actual review posted by another. This raises several questions concerning the quality of the reviews themselves, namely, the relationship between review helpfulness and product utility for the reviewer who posted the review on the online marketplace. For example, do issues of conformity arise when someone reports extreme opinions (“very good” or “very bad”) but provides a clear justification for their opinion? These issues indicate the need for further analysis of the review text and how it relates to the usefulness expressed by users.

Consequently, in this study we explored the qualitative or textual characteristics of online consumer reviews. A preliminary assumption was that submitted reviews reflected consumers’ experience of product use. Therefore, the underlying assumption was that the individual submitting the review had consumed the product and was in a position to report his or her own personal experience and/or judgment of the product, since he/she had prior experience of the product (negative or positive, depending on the value of the review rating). Secondly, we considered the review to act as a “justification” for the rating, enabling the potential buyer to evaluate whether the review was fair or not. This was reflected in the text submitted together with the rating provided. In addition, online marketplaces provide the possibility of review meta-rating, enabling interested buyers to evaluate how helpful a particular review was during the product selection process. Once again, in this case the review text acts as the main source for other consumers when evaluating the helpfulness of aspecific review.

In this study, we focused our attention not on the numerical rating of the review, but rather on the review text itself. In particular, we sought to evaluate how the style and comprehensibility of a review, as appraised by computerized assessment, might affect the helpfulness of a review – in other words, the number of people who found it helpful out of the total number of people who had read and evaluated the view. In order to investigate this issue, we employed readability metrics applied to a dataset of reviews together with their helpfulness evaluations, collected from the bookstore section of Amazon, UK. An earlier study by Korfiatis et al. (2008) discussed the relationship between review readability, or the style used to write the review, and the helpfulness score it received. This earlier study has been taken as the point of departure for developing a more extensive theoretical discussion of the relationship between readability score and review helpfulness.

In order to address this issue, we based our study on some preliminary assumptions. First, we focused on the viewpoint of consumers who were interested in buying a product or service from an online marketplace, and their consideration of whether these codified pieces of information were helpful or not. Secondly, we hypothesized that in addition to considering the review score given by a particular review, consumers would also evaluate the importance of the review according to how similar it was to their own communication codes, denoted by the way in which the review was written. This can be assessed by the qualitative characteristics of the review text as measured by readability tests.

Our findings indicate that review helpfulness is affected by writing style, and in particular, that the stylistic elements employed seem to have a much greater influence than the extensiveness of the text on its resulting helpfulness score. Furthermore, we find that even for extreme helpfulness score values, both the stylistic elements and extent of the review text had a great influence on the helpfulness ratio that the review received. An inter group comparison showed that this also holds for extreme helpfulness ratio values and rating scores.

To this end, this paper is structured as follows: Section 2 provides the theoretical reasoning and motivation behind this study. Section 3 provides a background on readability tests and how they are calculated, together with the meaning of their norms. Section 4 presents the operationalization of the constructs discussed on section 2 and an analysis of the dataset we collected. We discuss the results and their alignment with existing literature in Section 5. Finally, Section 6 summarizes the conclusions of this study and its limitations, and indicates directions for future research.

2. Theoretical model and reasoning

One important feature of the online review is the way in which it is displayed to the consumer. Online marketplaces such as Amazon have invested a considerable amount of resources in designing and improving the store interface, since online store interaction plays a significant role in the selection process (Eroglu et al. 2003, Van der Heijden and Verhagen 2004).
Usually, a review interface contains three main elements: (a) the number of stars given by the reviewer (commonly known as review rating), (b) the review content, which is displayed in the body of the text along with review meta characteristics such as the author's pseudonym (user name or nickname) and the date of submission, and (c) the helpfulness of the review displayed in a textual way such as: \textit{X out of Y people found the following review helpful}. 

Fig. 1 provides an example of the review display interface from Amazon, UK used in this study. 

As mentioned above, review helpfulness represents the number of helpful votes that the review has received out of the total number of votes that have been given regarding the helpfulness of the review. One particular issue concerning the way the helpfulness score is constructed is the fact that most of the helpful or unhelpful votes come from consumers who are in the middle of their purchase process; therefore, the helpfulness score can be interpreted as an aid in the purchase decision. Consequently, it can be theorized that the helpfulness score reduces uncertainty about product quality, an important issue on online marketplaces (Zhu and Zhang 2010). For example, Pavlou et al. (2007) theorized the importance of uncertainty, examining the question from the perspectives of both the buyer and the seller on an online marketplace. Following on from this approach to uncertainty, we based our theoretical model on three specific aspects which arise throughout the review evaluation process: Conformity, Understandability and Extensiveness. Our theoretical model is depicted in Fig. 2. These aspects and their relationships to the hypotheses presented in the model are discussed in the sections that follow.

### 2.1. Conformity

In the context of online reviews, conformity refers to the idea that a review will be considered more helpful when the rating it gives is close to the consensus reached among ratings on this product. From a social psychology point of view, this idea has its roots in the theory of conformity (Kelman 1958; Moscovici 1985), whereby an individual’s point of view and beliefs are conditioned by group consensus regarding perceptions. A very positive or a very negative review might not be considered helpful inasmuch as it does not reflect the consensus reached by other reviews available on this product. This can be expressed in two ways: either by not voting at all, or voting the review as unhelpful. This implies the possibility of reporting bias; however, we worked on the assumption that reporting bias would be minimal since the risk of the transaction could also be considered minimal (Jurca et al. 2010).

Bearing the foregoing in mind, we hypothesize the following.

**Hypothesis 1a (Conformity).** The helpfulness of a review will be directly affected by its rating.

Since the review process uses a five-point star scale, it enables many reviewers who wish to express indifference to give a three-star rating (middle option) to a product. For example, in their analysis of online reviews for books on Amazon, Forman et al. (2008) found that indifferent ratings (around three stars) were considered less helpful compared to extreme ratings (one star/five stars). In other words, one-sided reviews (referring only to either positive or negative aspects) were considered much more helpful than moderate reviews, which reported both positive and negative aspects. Furthermore, Pavlou and Dimoka (2006) also found that extremely positive or negative ratings of eBay sellers were assessed as more informative than moderate ratings. This latter finding may be explained by the interplay between purchase intention, which has a binary outcome (to purchase or not), and the formation of a consideration set (Shocker et al. 1991). A product review that presents a one-sided argument (in favor of or against purchase) is considered more helpful in a search process, since it eliminates or strengthens the position of the product with regards to the list of alternatives or items in a consideration set. Parra and Ruiz (2009) also found evidence that online settings provide instruments enabling consumers to view alternatives quickly and thus reduce the size of the consideration set in an online shopping scenario. Thus, we made the assumption that online reviews also act as a second-stage instrument for screening alternatives in the consideration set formed by the consumer, and that in this case, extreme reviews containing one-sided messages would be favored over moderate reviews containing two-sided messages.
Although this may appear to be a logical development of the theoretical viewpoint, other approaches in the literature have suggested the opposite. For example, an early study by Crowley and Hoyer (1994) asserted that two-sided messages (in this case reviews reporting positive and negative aspects) were more persuasive than one-sided positive reviews which reported finding no negative aspects. In addition, Eisend (2006) suggested that two-sided messages can also enhance source credibility, since the consumers’ perception of these will be that of an unbiased third party evaluator (as in the case of consumer advocacy groups). Therefore, generalizing from this theoretical viewpoint, we may also posit that:

**Hypothesis 1b (Conformity).** The helpfulness of a review is unaffected by its rating

Although conformity is one aspect which explains why a review is considered helpful, other aspects, namely review understandability and expressiveness, should also be explored. These two constructs concern the actual textual content of the review itself and are discussed below.

### 2.2. Understandability and expressiveness

Understandability defines the level of comprehension that a piece of text or a report (in our case, a product review) requires in order to be understood and/or to make an informed decision when using it as input (Smith and Taffler 1992). Specifically, the understandability of a review text is directly related to its qualitative characteristics, such as readability and length. In other words, readability is operationalized on how easy it is to read and comprehend a piece of text containing judgments related to the product being evaluated. Related to H1, a more understandable piece of review text containing subjective evaluations (where product attribute-related information is excluded) will be considered more helpful than a more difficult to understand one. This can be theorized at the level of cognitive effort and, in particular, in terms of the review text’s cognitive fit to an average consumer with a normal level of expertise regarding the product evaluated (Park and Kim 2009). Theoretically, when the information expressed in the text matches the consumer’s own information-processing strategy, a cognitive fit occurs (Vessey and Galletta 1991). Furthermore, understandability plays a major role in how the numerical evaluation of the review is justified, and is thus helpful in assisting the consumer to screen a product for a purchase in conjunction with the theoretical intuition discussed in Hypothesis 1. Therefore, we hypothesized that understandability of a review text would directly affect the helpfulness of the review (the more understandable the text, the more helpful the review) and theorized that this would also be the case for both extremely helpful and extremely unhelpful reviews.

**Hypothesis 2a (H2a).** The helpfulness of a review is directly affected by its qualitative characteristics, and in particular, by the readability of the review text

**Hypothesis 2b (H2b).** The extreme helpfulness of a review is directly affected by its qualitative characteristics, and in particular, by the readability of the review text

While helpfulness is one aspect where the review text may serve as a proxy, the review rating is another which plays an extant role in determining what the review text might look like. That is, while qualitative aspects may affect review helpfulness, the effect of the star rating given by the review on the formation of the text’s qualitative characteristics must also be taken into account. In particular, the extent to which the review text is expressive when justifying a rating should be considered.

One possible indicator of expressiveness could be the star rating (Tsang and Prendergast 2009). When a customer rates a product, he/she is required to rate his/her experience of the product using a single dimension indicator, the star rating. If the rating given alongside the review tends towards an extreme (thus communicating a one-sided message), this procedure is easier since for the review text to be consistent, it only needs to contain the positive or negative experience. On the other hand, if the review is moderate (communicating a two-sided message), then it should contain a mixture of arguments, making it longer than an extreme-rated review. This is also related to review consistency, in that where the review text offers an explanation for the rating, the merit of a highly subjective rating can be evaluated by the consumer herself. (Gerdes et al. 2008, Stringam and Gerdes 2010). Therefore, we theorize that the length of the review text would be affected by the rating given and that this would also hold true for extremely positive and extremely negative reviews:

**Hypothesis 3a (H3a).** The length of the review text is affected by the value of the rating given by the review

**Hypothesis 3b (H3b).** The length of the review text is affected by the extreme value of the rating given by the review

While Hypothesis 2 relates the qualitative characteristics (readability) of the review text to review helpfulness, Hypothesis 3 postulates that the review rating is a generator of the review text which directly affects readability. We can hypothesize that expressiveness/lengthier reviews will have different qualitative characteristics to shorter reviews, since the level of cognitive effort will be in accordance with the length of the review text.

Having described the theoretical model and intuition behind this study, we will now describe the readability tests that we used to operationalize our constructs and to evaluate our model.

### 3. Background on readability tests

In general terms, the concept of readability describes the effort and the educational level required for a person to understand and comprehend a piece of text (DuBay 2004, Zakulak and Samuels 1988). In more formal terms, a readability test is a formula produced by applying linear regression to subjects, regarding the reading ease of different pieces of text that these had been asked to comprehend using specific instruments. The purpose of a readability test is to provide a scale-based indication of how difficult a piece of text is for readers to comprehend, according to the linguistic characteristics of that text. Thus, a readability test can only provide an indication of how understandable a piece of text is based on its syntactical elements and style. Most of the readability tests in the literature indicate the school grade level required in order to comprehend the piece of text provided. In addition to current applications in the field of education, readability tests have also been applied to situations where the subject is required to read a piece of information in order to make a decision, or to comprehend the logic behind the present outcome, for example, in the case of accounting reports (Smith and Taffler 1992).

It is fair to say that the attention a review might receive from interested buyers is a large extent associated with its readability. In this case, a readability test assessment of a review can provide an indication of whether someone who had evaluated a particular review as helpful was actually able to comprehend the piece of text that was submitted. On the other hand, it may also be the case that where some reviews were not considered helpful, this may have been influenced by the readability of the content.

However the use of a readability test presents some major drawbacks which it was necessary to take into consideration when
analyzing the results of this study. In particular, the result of a readability formula cannot tell us whether the review content expresses personal opinions of the product and/or contains gender, class or even cultural bias. To avoid differences in cultural background and ensure language proficiency, we only collected reviews from the UK store of an online marketplace, in order to restrict our study as far as possible to native English speakers located in one geographical region (population from one country).  

Readability tests have been used to study the qualitative characteristics of several types of text in different areas as of information science, and a large set of readability indexes has been developed over the years (Paasche-Orlow et al. 2003). For our study, we selected four major readability tests which have been used extensively to evaluate the readability of a piece of text by individuals with various educational levels.

One particular reason for considering readability tests an ideal instrument for evaluating the helpfulness of an online review stems from the theoretical basis presented in the introduction and the previous section. Specifically, we made the assumption that any evaluation of review helpfulness was to a large extent dependent on the justification for the review star rating given in the review text. In previous research in the area of education, it has been reported that text that is easily readable will be understood better; therefore those who understand a piece of text better will form a more justified opinion about it.

Table 1 lists the readability tests used in the present study. These include the Gunning’s Fog index (FOG), the Flesch/Kincaid Reading Ease Index (FK), the Automated Readability Index (ARI) and the Coleman–Liau Index (CLI). All four tests evaluate the readability of a text by consistently breaking the text down into its basic structural elements, which are then combined using an empirical regression formula. However, it is important to note that not all the indexes measure the same characteristics. The Fog and Coleman–Liau indexes measure complexity, whereas the Flesch/Kincaid and ARI indexes measure reading ease. This is important in terms of analysis, since complexity and comprehension might be different depending on the context in which the text is written.

Another important limitation concerning readability tests is that they can only be used to evaluate short texts (which makes them ideal for evaluating texts such as online reviews), since a reader’s comprehension of a text also involves cognitive properties which are beyond the scope of this study (e.g. sentiment analysis). The reasoning behind the calculation and the norms of these instruments is described in the sections below. It should be noted that each readability test uses a set of constants and coefficients for calculating the readability score. These constants have been computed by the creators of the test and do not depend on the data. In particular, the numbers in each formula are the result of a regression-like evaluation of a subset of the standard population, and apply solely to the English language (based on language entropy and character frequency in each word).

3.1. The Gunning-Fog Index (FOG)

Gunning’s Fog index (Gunning 1969) represents a measure of the extent to which an individual with an average high school education would be able to comprehend the evaluated piece of text. The following equation describes the empirical relationship in the Fog Index:

\[
\text{FOG} = 0.4 \times (\frac{\text{Words}}{\text{Sentence}}) + 100 \times (\frac{N(\text{complex words})}{N(\text{words})})
\]

An obvious difficulty in measuring the Fog index for a given text is the evaluation of the number of complex words. In our analysis, we considered a word as complex wherever it had more than two syllables.

3.2. The Flesch–Kincaid Reading Ease (FK)

The Flesch–Kincaid Reading Ease index (Flesch 1951, Kincaid et al. 1975) uses a core linguistic measure based on syllables per word and words per sentence in a given text. The Flesch test is used to evaluate the complexity of the text in order determine the number of years of education which would be needed for someone to understand the text being assessed. The following equation describes how the Flesch–Kincaid score is calculated for a given text:

\[
\text{FK} = 0.39 \times (\frac{\text{total words}}{\text{total sentences}}) + 11.8 \times (\frac{\text{total syllables}}{\text{total words}}) - 15.59
\]

The variables total words, total sentences and total syllables denote the total number of words, sentences and syllables found in the text, respectively. For calculating the Flesch score of a particular review we broke the text down into sentences, then into words and finally into syllables which were combined using the constants presented in the formula above. It can easily be implied from the mathematical expression given that the fewer the number of words per sentence, the better the Flesch test readability score.

3.3. The Automated Readability Index (ARI)

The Automated Readability Index (ARI) differs from the Gunning-Fog and the Flesch-Kincaid in the use of more simple
metrics to evaluate the readability of a typical English language text. In order to calculate the ARI for a given review, we first calculated the total number of characters (excluding standard syntax such as hyphens and semicolons) and the total number of words.

$$ARI = 4.71 \times \left( \frac{\text{characters}}{\text{words}} \right) + 0.5 \times \left( \frac{\text{words}}{\text{sentence}} \right) - 21.43$$

Calculating the ARI involved the same steps as for the Fog and Flesch indexes, but in addition it was also necessary to calculate the number of characters, or review length. The ARI can provide an indication of the influence of review length on review readability.

3.4. The Coleman–Liau Index (CLI)

The Coleman–Liau Index (Coleman and Liau 1975) is similar to the Automated Readability Index, except that the second part of the formula considers a more careful selection of the textual characteristics of the piece of text assessed. The CL index has been developed specifically for machine-based scoring, thus the calculations that it involves are quite lengthy when conducted manually. The following formula describes the Coleman–Liau index:

$$CLI = 5.89 \times \left( \frac{\text{characters}}{\text{words}} \right) - 0.3 \times \left( \frac{\text{sentences}}{\text{word}} \right) - 15.8$$

Index calculation considers fragments of sentences of 100 words multiplied by a constant (0.3).

4. Data, methods and results

Having described our theoretical model and provided a background to the readability tests used to operationalize the measurement of stylistic elements in the review text, we will now present an analysis of the reviews in our dataset.

4.1. Data collection and operationalization of variables

In order to collect the data and test our theoretical model, we developed a web crawler to capture the contents of the books section on Amazon, UK. The crawler consisted of two parts: (a) a web client, to randomly pick items from the frontpage of the bookstore and (b) a client of the web service interface provided by Amazon Web Services (AWS), where the data for each item was collected. The list of books was stored on a relational database which we used in order to obtain the reviews available on each individual product page. The data was collected in April–March, 2008. Books which had been published more than 6 months before the time of data collection, or which had no rating, were omitted from the database. Furthermore, we excluded books on special offer or offered at a discount, in order to control for price effects (Pavlou and Dimoka 2006).

Amazon, UK was selected in order to obtain a dataset which avoided language comprehension heterogeneity among reviewers and consumers, which might have had a negative influence on text comprehension. This was important since readability tests are pointless when a reader is not a native speaker of the language in which the text is written, since many languages differ in syntactical form and the writing style used in the review might be totally different from the reader’s native language (thus the level of comprehension by non-native speakers might be affected).

Table 2 provides a description of the variables used in our dataset. These variables can be categorized into two groups; numerical expressions of the review (rating, totalvotes, helpfulvotes), and the textual or qualitative characteristics (summary, content) of the review content.

One particular issue with the dataset collected was the need to by-pass promoted items such as bestsellers. Since these items were more accessible to visitors to the online bookstore/future customers, there was always the possibility of selection bias towards the more visible items, potentially resulting in higher exposure to more recent product reviews. To avoid this, the web crawler maintained a list of the frequency with which items were displayed on the front page, and randomly chose items listed by categories.

Fig. 3 presents the distribution of the number of items per average star rating category (top) and the distribution of the number of reviews per star rating category (bottom). We define the helpfulness ratio of a review (HR) as the number of helpful votes a review received (helpfulvotes) divided by the total number of votes evaluating the helpfulness of that review (totalvotes). Thus, the dependent variable for our analysis is defined as:

$$HR = \frac{\text{helpfulvotes}}{\text{totalvotes}}$$

The helpfulness ratio is a measure of the quality of the review according to the readers themselves. The greater the number of helpful votes a review received from those who had evaluated the review, the higher the helpfulness ratio.

The dataset consisted of 36,856 reviews with a total votes value greater than zero (total votes > 0), ensuring that the reviews on our dataset had been evaluated for their helpfulness at least once. Fig. 4 provides an overview of the distribution of helpfulness scores on our dataset. It is interesting to note that around 47% (17,335) of the reviews had received a full score from the readers, indicating that around half of the reviews were very highly acclaimed by their readers. In other words, for this particular group of reviews, the number of helpful votes was the same as the number of potential buyers who had read the reviews. On the other hand, we found that approximately 9% (3119) of the reviews were judged to be totally unhelpful by their readers, receiving an absolute 0 of helpful votes.

One issue that we wish to address here is that length and readability can be coupled by the same concept of qualitative characteristics of the text, when both are computed by an algorithm (review length in number of words or characters, readability from a readability test) and not by using a panel of experts.

Fig. 5 presents the distribution of the rating scores that were given to all reviews on our dataset per decimal point of the helpfulness ratio. It is interesting to note that more than 70% of the reviews were highly positive (rating ≥ 3), indicating a tendency for positive extremes to be voted more helpful by consumers. This is confirmed by the theory described in the introduction. The variable we used in order to apply the readability tests was the review’s content, represented on the website by the content and summary variables, respectively. To obtain the results of the
Fig. 3. Distribution of the (a) average rating values among the items in our dataset and (b) the number of reviews per unit of the rating scale. (Total number of reviewed items/books: \( N_{\text{books}} = 7262 \).)

Fig. 4. The distribution of reviews on our dataset per decimal point of helpfulness score \((N = 36,856)\).
4.2. Analysis and results

Table 3 provides the descriptive statistics for the main variables on our dataset. The descriptive statistics for the main variables on our dataset. The correlation coefficients were presented an underlying robust and significant relationship with the HR. We tested whether a concave relationship existed between the number of helpful votes cast divided by the total number of votes regarding the helpfulness of that review. Table 3 provides the descriptive statistics for the main variables on our dataset. The average review rating was 4 (see also Fig. 5), with an average text length of 160 words. The helpfulness ratio had a mean value of 0.750 or 75.0%, indicating that three out of four reviews were considered helpful. The helpfulness ratio had a mean value of 0.750 or 75.0%, indicating that three out of four reviews were considered helpful. On average, a review received almost two (9.16 ± 7.63 = 1.53) negative votes out of the average nine votes evaluating how helpful the view was. As described previously, we considered the total number of votes to represent the minimum number of consumers who had read this review and/or considered it in their selection process for the particular item in question.

Table 4 presents the inter-correlation matrix that we obtained from running Spearman non-parametric inter-item correlations between the items in our dataset. The correlation coefficients were obtained by conducting a pair-wise correlation between the variables at a 1% (P < 0.01) level of significance. It is interesting to note that the four readability tests used showed a high inter-item correlation, which can be explained by the fact that they were used to evaluate the same piece of text.

Before conducting a causal evaluation of the constructs that affected the HR of a review, we ran a non-parametric correlation on our sample in order to evaluate the significance of the interrelationships between the different constructs used in the analysis. Table 4 provides the results of the non-parametric Spearman inter-correlation between the items in our dataset. Since the HR presented an underlying robust and significant relationship with the other constructs (P < 0.01), we proceeded to model the effects of the other constructs on the HR.

As described in Section 2 on the theoretical basis, we expected that the HR would be affected by readability-related constructs. Therefore, we wanted to investigate (a) the effect of considering stylistic elements on the predictive power of the HR model, and (b) whether this effect would remain unchanged regardless of the number of people who had read the review. That is, we wished to explore the effect of readability when considering both extreme reviews and high numbers of users who had evaluated a particular review. Another issue to consider, related to Hypothesis 1, was whether reviews closer to the extremes would be considered more helpful than moderate ones, implying a concave relationship.

To this end, we theorized the following model variations:

**Model 1:**
\[ HR = \beta_1 \cdot rating + \beta_2 \cdot rating^2 + \beta_3 \cdot helpfulvotes + \beta_4 \cdot totalvotes + \beta_5 \cdot wordcount + \epsilon_1 \]

We wanted to explore the effect on the model fit when the stylistic elements of the review text were added. Therefore we considered:

**Model 2:**
\[ HR = \beta_1 \cdot rating + \beta_2 \cdot rating^2 + \beta_3 \cdot helpfulvotes + \beta_4 \cdot totalvotes + \beta_5 \cdot wordcount + \beta_6 \cdot FK + \beta_7 \cdot CLI + \beta_8 \cdot AR + \beta_9 \cdot FOG + \epsilon_2 \]

Given the concave rating relationship for the HR, we further examined whether a concave relationship existed between the total votes and helpful votes and the HR after inclusion of the readability metrics. Therefore, we obtained:

---

5 The version of the GNU Dict that is currently available is 0.7 and can be downloaded from [http://www.gnu.org/software/diction/diction.html](http://www.gnu.org/software/diction/diction.html).
Significance: \( p < 0.01 \).

Table 4

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total votes</td>
<td>.150**</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Helpful votes</td>
<td>.246**</td>
<td>.879**</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of words</td>
<td>.148**</td>
<td>.246**</td>
<td>.313**</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rating score</td>
<td>.244**</td>
<td>.059**</td>
<td>.072**</td>
<td></td>
<td>.062**</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FK</td>
<td>.087**</td>
<td>.149**</td>
<td>.185**</td>
<td></td>
<td>.437**</td>
<td>.070**</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CLI</td>
<td>.100**</td>
<td>.121**</td>
<td>.163**</td>
<td>.309**</td>
<td>.031**</td>
<td>.608**</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARI</td>
<td>.089**</td>
<td>.147**</td>
<td>.184**</td>
<td>.433**</td>
<td>.068**</td>
<td>.985**</td>
<td>.648**</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>FOG</td>
<td>.082**</td>
<td>.141**</td>
<td>.175**</td>
<td>.410**</td>
<td>.068**</td>
<td>.979**</td>
<td>.598**</td>
<td>.962**</td>
<td>1</td>
</tr>
</tbody>
</table>

** \( p < 0.01 \).

Table 5

Regression results of the helpfulness ratio (HR).

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th></th>
<th>Model 2</th>
<th></th>
<th>Model 3</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(Constant)</td>
<td>.4996045***</td>
<td>0.011</td>
<td>.4165113***</td>
<td>0.014</td>
<td>.5192255***</td>
<td>0.013</td>
</tr>
<tr>
<td>Rating</td>
<td>.0546365**</td>
<td>0.007</td>
<td>.0476397***</td>
<td>0.007</td>
<td>.0150955</td>
<td>0.007</td>
</tr>
<tr>
<td>Rating</td>
<td>-0.0015232</td>
<td>0.001</td>
<td>-0.0003728</td>
<td>0.001</td>
<td>.0022829**</td>
<td>0.001</td>
</tr>
<tr>
<td>Helpful votes</td>
<td>.0451459**</td>
<td>0.001</td>
<td>.0447567***</td>
<td>0.005</td>
<td>.0746766**</td>
<td>0.001</td>
</tr>
<tr>
<td>Total votes</td>
<td>-0.033151***</td>
<td>0.000</td>
<td>-0.329146***</td>
<td>0.004</td>
<td>-0.0533867***</td>
<td>0.001</td>
</tr>
<tr>
<td># of Words</td>
<td>.0002408***</td>
<td>0.000</td>
<td>.0001884***</td>
<td>0.001</td>
<td>.0001209***</td>
<td>0.000</td>
</tr>
<tr>
<td>FK</td>
<td>.022807***</td>
<td>0.003</td>
<td>.0203454***</td>
<td>0.003</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CLI</td>
<td>.0109902**</td>
<td>0.000</td>
<td>.0087728***</td>
<td>0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AR</td>
<td>-0.013513***</td>
<td>0.002</td>
<td>-0.127597***</td>
<td>0.002</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FOG</td>
<td>-0.0051302**</td>
<td>0.002</td>
<td>-0.0036836</td>
<td>0.002</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Helpful votes</td>
<td>.0002923***</td>
<td>0.000</td>
<td>.0001435**</td>
<td>0.003</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total votes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.0001435**</td>
<td>0.003</td>
</tr>
</tbody>
</table>

Significance: *** \( p < 0.01 \), ** \( p < 0.05 \), * \( p < 0.1 \).

Model 3: \( HR = \beta_{21} \text{rating} + \beta_{22} \text{rating}^2 + \beta_{23} \text{helpful votes} + \beta_{24} \text{total votes} + \beta_{25} \text{word count} + \beta_{26} \text{FK} + \beta_{27} \text{CLI} + \beta_{28} \text{AR} + \beta_{29} \text{FOG} + \beta_{29} \text{helpful votes}^2 + \beta_{29} \text{total votes}^2 + \epsilon_2 \)

A critical issue at this stage of the analysis was selection of the regression model to be used since, by definition, the dependent variable has limited low and high extremes. With the aim of assessing the fit of the above models, we used a variance of regression analysis, specifically, Tobit regression. The TOBIT model is particularly applicable to this analysis as it is widely used in econometrics for estimating the effects of independent variables on a non-negative dependent variable. Furthermore, Mudambi and Schuff (2010) have suggested in a previous study that TOBIT is well-suited for this purpose since (a) people are inclined to vote on extreme reviews and (b) longer reviews will receive more votes.

Table 5 presents the regression output of the TOBIT regression for the three different models. We used Efron’s R-square and the likelihood ratio as an assessment of fit, which are reported by default on a Stata Tobit procedure as pseudo r-square and LR respectively. It can be seen that the first model presented an acceptable level of predictive power (Model 1: \( R^2 = 0.316 \)), indicating that the model provided a good description of the dataset at this stage. One interesting aspect to note here is that no significance was found for the quadratic effect of the rating on the HR, perhaps due to the large number of positive reviews that existed on the dataset, rendering the concave relationship less significant. The number of words was significant but had no effect as a coefficient on the HR.

All three models supported Hypothesis 1, namely, that the review rating will have a significant effect on the HR. We also observed that this effect decreased slightly when considering the stylistic elements of the review text. When evaluating the second model, which contained the readability metrics, we observed a notable increase in the fit of the model (Model 2: \( R^2 = 0.354 \)), and the readability score coefficients were higher than the word count coefficient. This finding, together with the values of the coefficients (\( \beta_{23} \ldots \beta_{28} \)), confirm H2, namely, that the qualitative characteristics of a review will have an effect on the HR. What is even more interesting is that all four coefficients presented a higher value than the word count, implying that readability had a greater effect than review length.

In other words, readability will influence the number of people who read the review, and therefore there will be heterogeneity among the different review text comprehension levels. By adding this quadratic relation to Model 3, we observed an increase in the model fit (Model 3: \( R^2 = 0.451 \)) of almost 20%. This implied that the quadratic effect of total votes and helpful votes, although not important in terms of coefficient size, nevertheless increased model fit. Having confirmed H2, we proceeded to examine the effect of extreme ratings (one-sided messages) by also assessing H3 using intra group comparisons.

4.3. Inter-group comparisons of the extremes and the impact of rating on review helpfulness

In order to test whether the characteristics of a review varied depending on the HR, we divided the dataset into different categories, based on the HR that the reviews received and the rating score that the reviews contained.
Specifically, the dataset was divided into a total of three group categories using the following criteria:

A. If the review’s HR was lower or higher than 0.5 (the number of helpful votes the review had received was lower or higher than the number of readers who had read the review and did not consider it helpful);
B. If the review’s HR was lower than 0.25 or higher than 0.75 (the number of helpful votes the review had received was less than one quarter or more than three quarters of the readers who had read the review and did not consider it helpful);
C. If the review’s rating score was lower or higher than 3, which, considering the 5 value like rt scale, divided the dataset into reviews that had received a low (1–2) or high (4–5) rating.
D. If the review’s rating score was absolutely negative (1) and absolutely positive (5).

Since dividing the data into two groups provided two independent samples from the same dataset, we used intergroup comparisons to determine the significance of the difference between the means of specific characteristics in these groups.

The different samples are tabulated in Tables 6–8. Groups A and B were formed by taking the value of the HR as a split criterion, and groups C and D with the value of the rating score, respectively. Below, we will discuss whether the hypothesis held for a bimodal split, and then for the extreme quartiles of the HR (1st and 4th) and the lowest and highest rating score.

4.3.1. The helpfulness of a review is affected by the extreme rating that the review has received

Having split our dataset into two grouping variables, we are able to test the relationship between the helpfulness ratio of a review (HR) and the extreme values of the rating that this review had received. In particular, we were interested in determining whether the helpfulness ratio presented any relationship to the rating that a review had received, by comparing the means of the ratings.

As mentioned previously, we selected a non-parametric test to determine whether the mean rating value was the same across the groups presenting a high or low HR. For the grouping variable Group-A, the groups were divided equally by the HR (Group-A = 1 if the HR was lower than 0.5, and Group-A = 2 if the HR was higher than or equal to 0.5). We selected the Mann–Whitney test to compare the mean rating value between the two groups. This particular test was selected because the Mann–Whitney test is a non-parametric statistical test that, unlike parametric tests (t-test), does not rely on the assumption of normality (the rating distribution among groups follows a normal distribution) and is unaffected by arbitrary sample sizes.

For the grouping category Group-A, we ran the Mann–Whitney test for a total of N = 33,485 observations. The Z value that we obtained from the test was Z = −39.407, with a p-value of p = 0.000, which is highly significant at three degrees of freedom. Thus, we can reject the hypothesis that the rating mean will be the same for reviews with a high or low helpfulness ratio.

In order to verify the above result, and determine whether the rating had no effect on the different HR values for the upper and lower limits (since most of the HR present values of 0 and 1), we used the second grouping (Group-B), which divided the dataset into two parts, namely, the first and fourth quartile of the HR values. We once again ran the Mann–Whitney test for a total of N = 26,884. The Z value obtained from the test was Z = −36.009, which corresponds to a p-value of p = 0.000, indicating that the hypothesis that the rating will be the same between the two groups was false. Both results confirmed that the rating was affected by the HR of the review, even for extreme HR scores.

4.3.2. Extreme helpfulness of a review is affected by the qualitative characteristics of the review (readability)

In order to test whether the helpfulness of a particular review was affected by the qualitative characteristics of the review text, we employed the same procedure for both grouping categories (Group-A and Group-B), conducting a comparison of a representative readability test.

Running the test for the first grouping category (Group-A), we obtained a Z value of Z = −12.580 and a p-value of p = 0.000, which is again highly significant at three degrees of freedom. The hypothesis that average readability score value will be the same whether the HR is extremely high or extremely low is rejected, indicating that review text readability affects the review HR. Similar results were also obtained for the other readability tests.

4.3.3. The extensiveness of the review (review length) is affected by the extreme values of a review’s rating score

We examined whether the number of words was different when the rating was high or low. For this, we considered two groups and compared the average number of words. For this type of comparison (since the dependent variable was not categorical), we ran a two-tailed t-test, not assuming equal variances. Table 9 provides the tabulation of the average number of words for both grouping categories.

For the grouping category C, we obtained a t-value of t = −7.7832, giving a p-value of p = 0.000, which was highly significant at 32,753 degrees of freedom. The same test for the grouping category Group-D provided a t-value of t = −7.5182, again giving
a $p$-value of $p = 0.000$ for $df = 22,042$ degrees of freedom. Neither test assumed equal variances.

Fig. 6 can be used to visualize review text trends across the rating scale values used when a review is submitted (1–5). It is clear that reviews with positive ratings tended to contain more text (as evidenced by the number of words contained in the review text).

5. Discussion

5.1. Validation of the theoretical model

The results of the tests, together with the interpretation of the regression coefficients that we obtained (see Section 4.2), have provided us with some interesting insights into the relationship between the helpfulness of an online review, according to consumers/visitors on an online marketplace, and the qualitative characteristics that the particular review presents. The findings in relation to the hypothesized theoretical model are summarized in Table 10.

Specifically, from the data analysis reported above, we found support for the following:

(a) High helpfulness of a review is affected by its positive rating value.

Looking at Table 7 (inferred from the results), a significant trend can be seen in the HR towards reviews with higher ratings, and this also holds true for extreme HR values. This may be explained by the fact that consumers (as visitors to an online information resource) tend to read appraisals of a product first (the fact that a view is marked with 5 stars also increases attention from a usability point of view). In accordance with the definition of the helpfulness ratio, this indicates that the higher the review rating value, the higher the amount of helpful votes (future) customers will give to this particular review. In our dataset, reviews with a rating value above three had a higher number of helpfulness ratios with a perfect score, indicating that the higher the number of helpful votes the review received, the higher its helpfulness ratio. This latter implies that customers react to positive and negative reviews differently, confirming the findings of the study by Hu et al. (2008).

(b) Highly helpful and extremely helpful reviews contain more readable text than reviews that are less helpful or not helpful at all.

The word length and readability scores confirmed that the review justification (in this case, the text) provides an indicator of why a review was considered highly helpful by a consumer. That can be explained by the fact that consumers base their evaluation of a review on whether it is well justified and provides as much information as possible to the customer, enabling the latter to form his or her own opinion about the quality of the product in question (in our case, a book) and reduce uncertainty about its quality.

(c) Reviews are longer when they are positive or absolutely positive and shorter when they are negative and absolutely negative.

Surprisingly enough, our results indicated that there was a clear relationship between the rating value a review gave and its qualitative characteristics in terms of review length. This was also confirmed for the lowest and the highest review ratings given. From those results, it can be concluded that consumers who were satisfied by the book they had read wanted to express more of their personal opinion in their reviews, reflecting word-of-mouth scenarios where enthusiastic customers are often willing to provide more information about their experience and this will be reflected in their judgment of the product or service they have consumed.

5.2. Alignment with previous literature

The findings from this study confirmed those of a study by Mudambi and Schuff (2010), where a similar model was examined
Table 10
Summary of the findings.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Description</th>
<th>Supported</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1a</td>
<td>The helpfulness of a review is directionally affected by its rating</td>
<td>Yes</td>
</tr>
<tr>
<td>H1b</td>
<td>The helpfulness of a review is non-directionally affected by its rating</td>
<td>No</td>
</tr>
<tr>
<td>H2a</td>
<td>The helpfulness of a review is directionally affected by its qualitative characteristics and in particular by review text readability</td>
<td>Yes</td>
</tr>
<tr>
<td>H2b</td>
<td>The extreme helpfulness of a review is non-directionally affected by its qualitative characteristics and in particular by review text readability</td>
<td>Yes</td>
</tr>
<tr>
<td>H3a</td>
<td>The length of the review text is affected by the review rating score value</td>
<td>Yes</td>
</tr>
<tr>
<td>H3b</td>
<td>The length of the review text is affected by the extreme review rating score value</td>
<td>Yes</td>
</tr>
</tbody>
</table>

with a theoretical grounding involving divergence between experience and search goods. Regarding one aspect of their study related to helpfulness itself, it can be seen that Amazon, UK reviews presented similar behavior in terms of helpfulness. However, although the length of the review in our case was significant, it had a zero coefficient. This indicates that, according to our findings in the case of Amazon, UK, review length had no direct or indirect effect on helpfulness.

The results also provided more solid evidence for the discussed interplay between the readability and helpfulness scores attributed to an online review, evident in the previous study by Korfiatis et al. (2008). The present study constitutes an extension of this earlier article, by applying a more appropriate theoretical framework to the interplay between review helpfulness and text quality as assessed by readability tests.

Ghose and Ipeirotis (2010) developed readability metrics further, coupling them with extended data on reviewer characteristics, history and subjectivity scores computed by text-mining algorithms. Their econometric analysis provides interesting results in relation to the effect of review readability on online sales. In particular, they found that products (in that case digital cameras) which scored higher for readability also had higher sales. This study also provided a proxy for investigating the impact of readability as an independent measure for sales forecasting. Archak et al. (2011), for instance, found evidence that qualitative aspects of the review text, estimated by externally imposed review semantics, may also play a role on the online sales of vertically differentiated products such as electronics.

6. Conclusions, limitations and further research

The most important result of our study has been to demonstrate that when a particular review is considered helpful by those who have already bought the product or will buy it in the future, this is related to the qualitative characteristics of the review justification as a piece of text. By employing readability formulas, we were able to analyze the reviews in our dataset and provide a set of results related to the helpfulness of a particular review as defined in this study.

In this study, we have focused on the content-specific characteristics of the review text. However, one of the limitations of this approach has been that we were unable to assess whether the review expressed a personal opinion about a product or a service or not. In fact, we know from the marketing literature that consumers tend to associate themselves with other consumers who express a more personal experience about the product which might influence consumers’ product choice process (Bettman and Park 1980). Another limitation of this study has been checking the actual reliability of the readability tests by cross validating whether the tests actually measure the readability of a review written on a website. This is because readability tests only take content factors into account, and do not address usability (e.g. the position of the text on the screen, etc.); thus, they can only provide an indication of whether the written text would be understandable for an average reader. Furthermore, it should be noted that the results we present in this study hold true for book items; reviews about other types of goods, such as search goods, might produce different effects on the relationship between HR and the qualitative characteristics of the review text. To this end this study could be extended further to examine whether the findings hold true for vertically differentiated products.

Another factor which could complement the discussed model would be the use of sentiment analysis. However, the readability measures which were used in the present study to operationalize our constructs do not consider lexical traits, which could indicate reviewer sentiments regarding the utility they received from consumption of the product or service (García-Barriocanal et al. 2010). This was beyond the scope of our study. In our model, we framed the extensiveness of the review length as expressiveness and we investigated its relationship to the review rating itself rather than helpfulness.

This paper contributes to the ever-growing literature on the importance of online reviews as an advantage of online marketplaces over traditional markets (Ba and Pavlou 2002, Hu et al. 2008, Pavlou et al. 2007, Stewart and Pavlou 2003). Codification of information related to products or services can actually help future buyers to evaluate the quality of an experience good (in our case, books) by reading the judgments provided by other customers. We believe that the qualitative characteristics of online reviews are a rich source of information, contributing to our understanding of how consumers evaluate product information on an online marketplace. Based on this study, we aim to pursue this analysis further by incorporating consumers’ cognitive characteristics as captured by their reviews, for example, the emotional expressions that are used in the text and which can be analyzed via specialized lexical resources (Bentivogli et al., 2004). Recent developments in computational linguistics related algorithms that assess this further, such as the Linguistic Inquiry and Word Count (Tausczik and Pennebaker 2010), can also assist in researching this aspect in additional depth.
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